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BANGLA CHARACTER RECOGNITION USING ARTIFICIAL NEURAL NETWORK 

 
1. INTRODUCTION 

      Character is the basic building block of any language 
that is used to build different structure of a language. 
Characters are the alphabets and the structures are the 
words, strings and sentences etc. in [1]. Optical character 
recognition (OCR) is the process of converting 
scanned images of handwritten, typewritten or printed 
text into machine-encoded text. It is widely used to 
convert books and documents into electronic files, to 
computerize a record-keeping system in an office, or to 
publish the text on a website. Normally the text in images 
cannot be edited. During OCR, the software analyzes the 
image and converts the picture of characters to editable 
text based on the pattern of the pixels-image. After OCR 
it can be used in wide variety of word processing, page 
layout and spreadsheet applications. All major Indian 
scripts including Bangla are mixtures of syllabic and 
alphabetic scripts. Bangla script runs from left to right 
and it has no equivalent to capital letters of Latin scripts 
in [2].  There are 11 vowels and 39 consonant in bangle 
alphabet. The consonant are grouped together and 
behave like a single character which is known as 
compound character. There are also some modified 
vowels which are used to make a string or word. A neural 
network is a mathematical or computational model 
which is similar like biological neural network where a 
set of input is trained and then the trained network is used 

to recognized object. The network can be trained in two 
ways: supervised learning and unsupervised learning. In 
supervised learning output neuron is fixed but in case 
unsupervised learning output neuron varies. 

 
2. RELATED WORKS 

      
This section provides a descriptive summary of some 
methods that have been implemented and tested for 
character recognition. As far as detection of the character 
recognition is concerned, researchers have found many 
methods of recognizing character. An author in [3] 
implements a method to recognize multi-font Bangla 
character using digital Curvelet Transform. Moreover, 
authors don’t explain anything about the recognition of 
compound character. In [4] the character shapes are 
recognized by a combination of template and feature 
matching approach. A structural-feature-based tree 
classifier has been used in [5]. To recognize the basic 
characters if in case of compound characters, feature 
based tree classifier is initially used to separate them into 
small groups and next, an efficient template matching 
approach is employed to recognize individual character. 
Supervised learning has been used as Multi-layered 
feed-forward back propagation neural network in [7] & 
Conventional back propagation algorithm in [6] to 
recognize bangla character. 
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3. METHODOLOGY 

     
For recognizing bangla character first convert the 
scanned image into binary image and normalize the 
binary image so that we can get 12* 12 matrixes. Then   
sent it to the input layer of the neural network. 
Unsupervised learning is used here. In case of 
unsupervised learning output neuron is not fixed, rather it 
varies. The number of character that has to be recognized 
is number of output layer neuron. No hidden layer is used 
here. In the testing process, select an image of a character, 
normalize the character into 12*12 matrixes, sent it to the 
trained neural network, determine which bangla 
character it is and then print the corresponding Unicode 
of the character. Two layer neural network used here. No 
hidden layer is used in this paper. Input layer consists of 
144 neurons. This paper is used to recognize 11 vowels, 
39 consonants, 10 digits and 40 compound characters.  
 

 
 
 

Fig 1: The Proposed neural network 
 
So output layer consists of 100 neurons. Each input 
neuron is connected to every output layer neuron and a 
random weight is given to each input to output layer 
connection. 
 
The process of image analysis to detect character symbol 
by examining pixel is the core part of input set 
preparation in both the training and testing phase. This 
paper assumes that there is nothing else character in the 
image and font color of image is black. So we put a 1 
whether we get a black pixel and put 0 whether we get 
any other color pixel. As the character can be placed 
anywhere of the image so our first job is to find the 
boundary of the character. The following algorithm is 
used to do so: 
 
1) Algorithm for detecting boundary of character 
       
      1. Calculate the sum of each row, the first row which 
sum is grater then zero is selected as top position. 
       2. After selecting top position, we will continue the 
summing of row but then find which row has the sum 
equal to zero. The row whose value is equal to zero will 
be selected as bottom position. 
 

      
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2: The proposed character training scheme. 
 
 
 3. If no row value is equal to zero then last row is the 
bottom position.   
 4. Continue the process column wise and find left 
position and right position. Now take the index value 
from top-left to bottom right position, which is the 
boundary value. 
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1111111111111111111111111111111111111111111111100  
0111111111111111111111111111111111111111111111110  
0011111111111111111111111111111111111111111111111  
0001111111111111111111111111111111111111111111111  
0000000000000000000000000001111000000000000000000  
0000000000000000000000000001111000000000000000000  
0000000000000000000000000001111000000000000000000  
0000000000000000000000000011111111100000000000000  
0000000000000000000000011111111111111000000000000  
0000000000000000000001111111111111111100000000000  
0000000000000000001111111111111111111110000000000  
0000000000000000111111111111111111111111000000000  
0000000000000001111111111111111000111111100000000  
0000000000000111111111110001111000000111110000000  
0000000000011111111111000001111000000011111000000  
0000000000111111111100000001111000000001111000000  
0000000011111111110000000001111000000000111100000  
0000000111111111100000000001111000000000011100000  
0000001111111110000000000001111000000000011110000  
0000001111111100000000000001111000000000001110000  
0000000111111100000000000001111000000000001110000  
0000000011111111000000000001111000001111101110000  
0000000001111111110000000001111000011111111110000  
0000000001111111111000000001111000111111111110000  
0000000000111111111110000001111000111111111110000  
0000000000000111111111000001111000111111111110000  
0000000000000000111111100001111000111111111100000  
0000000000000000001111110001111000011111111000000  
0000000000000000000011110001111000001111110000000  
0000000000000000000000111001111000000011000000000  
0000000000000000000000011101111000000000000000000  
0000000000000000000000001111111000000000000000000  
0000000000000000000000001111111000000000000000000  
0000000000000000000000000111111000000000000000000  
0000000000000000000000000011111000000000000000000  
0000000000000000000000000001111000000000000000000  
0000000000000000000000000001111000000000000000000  
0000000000000000000000000000111000000000000000000  
0000000000000000000000000000111000000000000000000  
0000000000000000000000000000011000000000000000000  
0000000000000000000000000000011000000000000000000 
 
Fig. 3: Equal size candidate character after removing 
extra white spaces (i.e. pixel). 
 
Thus we get the boundary of character. We put the 
character into a new array. Now we have to convert the 
image into 12*12 matrixes. As this paper can recognize 
font from size 26 to size 78, so we can get boundary of 
character image of various size. Thus need to convert 
every character into a unique array which can we can use 
as input. To do so suppose if we have to convert 36*60 
pixel into 12 * 12 pixel, so take a grid of 3*5 size (36/12= 
3 &&60/12=5) and check whether there is 33% 1 , then 
mark the grid as 1. Otherwise mark it as 0. Now make 
12*12 matrix of every character and put it into an array 
and start the training process. 

 
111111111110 
 011111111110 
000000111000 
000011111100 
000111110110 
001110110010 
011100110010 
001110111110 
000111111110 
000001110110 
000000110000 
000000110000 

 
Fig. 4: Normalize candidate character by size (12 x 12) 

 

2) Algorithm for Training: 
 

1. Take the value of input neuron as .5 if it is 1 or 
take it as -.5 if it is 0. 

2. For a specific character matrix square each 
input neuron and sum the square. Then find 
inverse of square root of that sum, which will be 
known as   normalization factor. 

3. Now multiply value of input with adjusted 
weight. If we mark 144 input with 
i1,i2,i3………,i144  and output neuron marked as 
o1,o2,….o50    then calculation will be as follow:  

           O1= i1*i1o1 + i2*i2o1 + i3*i3o1 +… … …+i144*i144o1  
            O2= i1*i1o2 + i2*i2o2 + i3*i3o2 +… … 
…+i144*i144o2 

                               . 

        . 
          O100= i1*i1o50 + i2*i2o50 + i3*i3o50 +… … 
…+i144*i144o50 

 
And find out with Oi is maximum. 
 

4. Update the weight that connected to highest 
output neuron from each input. To do this 
subtract the weight from the input value and add 
them. Multiply the normalization factor with the 
sum. Then add the value with the previous 
weight value. 

5. Do these for each input character matrixes.  
 

Thus training process is complete. 
 

3) Algorithm for Testing: 
1) Load the image and follow the algorithm 

detecting boundary of character. 
2) Now multiply value of each input with adjusted 

weight. If we mark 144 input with 
i1,i2,i3………,i144 and output neuron marked as 
o1,o2,….o50 then do the following calculation             
O1= i1*i1o1 + i2*i2o1 + i3*i3o1 +… … …+i144*i144o1  

            O2= i1*i1o2 + i2*i2o2 + i3*i3o2 +… … 
…+i144*i144o2 

                               .       

                               . 

   O100= i1*i1o50 + i2*i2o50 + i3*i3o50 +… … 
…+i144*i144o50 
And find out with Oi is maximum. 

3) Suppose for the first character output neuron 3 
fires, for 2nd character output neuron 7 fires. 
Then in testing process if we get 7th output 
neuron then it must be 2nd character, if we get 
output neuron  3 then  the input character must 
be 1st character.   
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4. Result and discussion:  
      
       We have trained the network using unsupervised 
learning which is quite different than supervised learning, 
in supervised learning each time we train the network the 
combination of output neuron is fixed, but in case of 
unsupervised learning, we do not get fixed output neuron 
for each training. For example if we train the network 
then for a character if we get at testing phase output 
neuron 7 fires, Then if again we train the same network  
then may be the firing neuron differs ,in that case we may 
get output neuron 10 fires for the same character. For that 
we keep a record of firing neuron.  Suppose for a testing 
process output neuron 12 fires for 1st character, output 
neuron 7 fires for 2nd character then, after selecting a 
character image and sending it into neural network, if we 
get output neuron 12 fires then we can assume that we 
have got 1st character, if we get  neuron 7 for the 
character image then we mark it as 2nd character. Using 

this technique it is being able to recognize font size from 
26-78 with 99% accuracy. The paper is done in mathlab 
environment. It requires 0.218482 seconds to convert a 
character into 12*12 matrixes. For training process 
0.083225 seconds required and 0.059489 seconds 
required for testing process. 
 
 
                
                               5. Conclusion 
       We have presented here a technique that recognizes 
Bangla characters which include vowels, consonants, 
digits and compound characters. Our proposed character 
recognition algorithm operates on input image and 
efficiently recognizes the character and converts it into 
editable text. 
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